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i What to do with all that data?

W Scenario: You've deployed 7 sensors
B Primary IDS
W Tailored IDS for web farm, email gateway, DNS servers

m Internal IDS deployed on span ports monitoring HR vlan,
Accounting vlan, and Development vian from internal
attacks.

M Problem: How do you manage them?
® Problem2: How do you analyze the data?

What we have here is a mock scenario. We have seven sensors,
monitoring our corporate network. We like the idea of managing the
sensors on the command line, but the bosses want more ROI. They
like the idea that you know what your doing on the command line, but
want reports, perhaps graphs. Some managers actually want to log in
to some sort of console and understand something they are seeing.

To solve these management dilemma's, we look towards GUI’s for
snort. For the purpose of this presentation, we will concentrate only on
free, open source GUI’s.



* Tools covered

mTools

B Snortsnarf — HTML alert sumarizer

W cerebus — speed driven alert correlator

W Acid — defacto standard web based console
W Snortcenter — Management and analysis




i SnortSnarf

® Available under GPL from Silicon
Defense:
www.silicondefense.com/products/freesoftware/snortsnarf/

M Organizes snort alerts in to HTML files,
for easy browsing

m Pull architecture, great for post mortem
analysis

Snortsnarf is a available from: www.silicondefense.com/products/freesoftware/snortsnarf/

Simple to install, just download to the directory where you want it to work. You must have the following perl
module installed:

http://search.cpan.org/author/MUIR/Time-modules-2003.0211/

Then all you need to do at a simplistic view is: perl snortsnarf.pl alert



i SnortSnarf
SILICON SnortSnarf start page
% All Snort signatures

SnortSnarf w021111.1

[Siznsture section {11091} [Top 20 source IPs [Top 20 dest IPs

11091 alerts found using input module SnortFileInput, with sources
+ alert

Earliest alert at 08:00:39.792061 on 06/02/2002
Latest alert at 07:35:07.022051 on 06/02/2003

Priority | Signature. (click for sig info) # Alerts | # Sources | #Dests | Detoil link
N | p_strcent: TOPTOC FAST RETRANSHISSION WITH DIFFERENT DATA SIZE tpossible fragroute) 3 2 1 S

N/& | spp_streamd: TTL EVASION (reassemble) detection 4 2 2 Summary
N/ | spp_streamd: possible EVASIVE RST detection 466 91 29 Summary
W/& | spp_streamd: TCP CHECKSUM CHANGED ON RETRANSMISSION (possible fragroute) detection 520 1 227 Summary
N/& | spp_streamd: Multiple Acked Packets (possible fragroute) so72 |38 26 Summary
3 X11 outbound client connection detected [sid] [arachNIDS] 127 4 2 Summary
2 WEB-MISC hitp directory traversal [sid] [arachNIDS] 1 1 1 Summary
2 WEB-CGI bash access [www.cert org] [sid] [CVE] 1 1 1 Summary

Here we see the index.html page after a snortsnarf pass on a snort
alert file. Snortsnarf displays alerts based on Signature. The main
columns are: Priority, Signature, # Alerts, # Sources, # Dests, Detall
link.

By clicking on Signature, snortsnarf displays details regarding the rule.
By clicking on Detail link you will drill down to the event information.



i SnortSnarf Summary Detail

These are Sources triggering this attack signature

different IP’s
that are Source # Alerts (sig) | & Alerts (total) | # Dsts (sig) | # Dsts (total)
scanning our 2187514114 | 24 24 3 8
network for 192,168,117 | 20 273 3 101
port 8080, 2187514110 | 11 11 3 8
looking for 620446122 |7 14 7 7
oper! 19216812 |1 79 1 2
proxies.

Priority Signature (click for sig info) # Alerts #

Sources # Dests Detail link
2 SCAN Proxy (8080) attempt [sid] 63 5
9 Summary

Here we see detail of the port 8080 events. We see all the different
sources that generated this alert, with statistics on how many
signatures they’ve fired, how many destinations they have hit, and
how many total alerts they have generated.

This is useful as we can quickly see that while a host on our internal
network is the biggest culprit, 218.75.141.14 is only scanning for
port 8080.

A click on the IP address will show all events attributed to this IP
address.

Attackers often use open proxies to ‘bounce’ attacks off of. The also
use open proxies for anonymous web browsing.



Snortsnarf Target Detail

Destinations receiving this attack signature

Destinations | # Alerts (sig) |# Alerts (total) | # Srcs (sig) |# Sres (total)
This section 216817 |15 531 : a1
displays the 192168110 | 14 1176 4 53
192.168.14 |7 326 3 33
ta rget 192.168.15 |7 1459 4 349
distribution 19216816 |5 995 3 109
for this ) O I O
19216818 |5 228 3 10
alert' 192.168.1.15 |4 4 2 2
19216812 |1 8 1 2

Here we can see the overall distribution of targets for this alert. We see
that 1921.68.1.5 is by far the greatest target for this event.

From here we can drill down to the IP address and see the different
events that are affecting a particular IP address.



SnortSnarf Event Detalil

[**] [1:620:2] SCAN Prosy (80803 attempt [++]
[Classification: Attempted Information Leak] [Priority: 2]
05/27-22:26:09. 677260 218.75.141.14:1532 -» 192.168.1. 6:8080
TCE TTL:110 T0S:0x0 ID:49152 IpLen:Z20 Dgmlen:48 DF

*kkktrod Seg: OxCEETEL163 Ack: Ox0 Win: Ox4000 Teoplen: 28
TCE Options {4} => MSS: 1460 NOP NOP SackOE

[**] [1:620:2] SCAN Proccy (80803 attempt [++]
[Classification: Attempted Information Leak] [Priority: 2]
05/27-22:26.09. 687260 218 75.147.14:1528 -» 1092 168.1.4:8080
TCE TTL:110 T0S:0x0 ID:49148 IpLen:Z20 Dgmlen:48 DF

****** 5+ Seq: OxCAS41DEE Ack: Ox0 Win: Ox4000 Teoplen: 28
TCP Options (4) =»> M55: 1460 NOP NOP SackOK

W Details of attacks coming from
218.75.141.14

m Only one signature, with 24 instances,
8 unique destinations on our network.

1 different signatures are present for 218.75.141.14 as a source

* 24 instances of SCAN Proxy (8080) attempt
There are 8 distinct destination IPs in the alerts of the type on this page.

Here we could also run a number of information gathering tools against
the attacker, including: whois, nslookup, sam spade, as well as looking
up the attacker in Dshield’s database. This last item can be very useful
to see if this IP address is indeed scanning the Net for open proxies,
and not just our network.



SnortSnarf Top Attackers

Total # &lerts Source IP # Signatares triggered | Destnatons involved
rank #1 5351 alerts 192.168.1.5 & signatures (88 destination IPs)
rank #2 1002 alerts 64.50.195.73 2 signatures {4 destination IPs)
rank #3 245 alerts 64.50.195.130 3 signatures (8 destination IPs)
ranlk ¥4 273 alerts 192.168.1.17 8 signatures {101 destinaton IPs)
rank #5 257 alerts 66.38.151.27 1 signatures 192.168.1.5
rank ¥& 203 alerts 1922.168.1.30 2 signatures (55 destination IPs)
rank #7 153 alerts 12.33.247.3 2 signatures 192.168.1.5
rank #38 150 alerts 192.168.1.4 5 signatures {18 destnation IPs)
rank #% 135 alerts 64.133.161 .40 2 signatures (5 destination IPs)
rank #10 102 alerts 64.154.220.122 1 signatures (8 destination IPs)

M Provides an easy method of discerning the
current external threat

m Great fodder for your block lists

In using SnortSnarf as a quick, pull based “summarizer” or snort
reporting tool, an analyst can quickly drill down to some of the more
important events on the network.




i SnortSnarf Pros & Cons

Pros Cons

B Free  Slow to process
M Ease of install large alert files

. m Can produce
= Simple to use thousands of HTML
m Overall picture files
B Good management M Does not show

tool event detail
(packets)
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i Cerebus

http://www.dragos.com/cerebus/

“Full screen, GUI and text-based unified
IDS alert file browser and data
correlator”

m Cerebus is a fast, lean, unified alert
munching machine

Cerebus is an interesting beast. Written by Dragos Ruiu, cerebus is a
curses based Alert browser and correlator. Cerebus allows the user to
upload a snort unified binary alert file, view, sort, collapse, delete, and
merge alerts. What Cerberus excels at is alert triage. If you are an
admin on a large network, and are further burdened by having to go
through thousands of snort alerts a day, cerberus could be the tool of
choice for you.
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i Cerebus Install

m Cerebus is downloaded in executable
binary form.

m Choose the platform that suits your
environment

H Available for:

M Unices: *BSD, Solaris, Linux
mWin32

Cerebus is shareware. In order to get full version, or to use Cerebus in
an enterprise, contact Dragos at: dr@dursec.com for licensing.

12



i Cerebus Operation

W First you must enable unified binary
alerting / logging in snort.conf:

output alert_unified: filename snort.alert, limit 128
output log_unified: filename snort.log, limit 128

Usage: ./cerebus <filename> [/path/to/sid-msg.map] [outfile]

m Example:

./cerebus snort.alert /etc/snort/etc/sid-msg.map foo.out

Enable snort unified binary logging and alerting by setting the following
lines in snort.conf:

output alert_unified: filename snort.alert, limit 128
output log_unified: filename snort.log, limit 128

13



- CEREBUS V1.4 Files:t 1 Outputifoo.out SID-Hapisnort—2.0.
Fort. Test . IF Fort, Slert
2 SevLD 19z 161 ic 0
- pyT==sune 56509 SIS, 1, So50. AN Prosy S00000%) Stbempt
- aesiil S22 TN 3128 AN Souid Prosy abhempt
- aeslil 7013 NN 1680 AN SOCRS Proxy attempt
% ‘aeslil 5743 JETENEN 5080 AN Froxy “.CE080%) attempt Infolesk o 20
. X pET==0e e a7 TN 3128 AN Souid Prowy attempt InfFalesk 2 18
- . aesiil TN P_PING HHAP n 4 =)
- X aeslil 57 NN 41634 ok cious 16
% taeslil 57 JETENEN 35741 ot Suspicious 18
% JET=22E 0 57 IR az3za ot Suspicious 20
3 023 516 T o TN 3zgE2 ot Suspicious 22
S 921 68 aeslil 387 liesi1l 80229 ot Suspicious 24
3 TN 367 JETENEN 3651 ot Suspicious 26
% laeslil JETENEN 39703 ot Suspicious 28
- e TN 59926 ot Suspicieus 30
- 5168 aesiil TN g7461 ot Suspicious 32
- 1516835 aeslil NN 4vsio ot Suspicious 34
% taeslil JETENEN 4550 ot Suspicious 36
% JET=22E 0 IR 2399 ot Suspicious 35
. 1516935 T TN G3E0 ot Suspicious 40
- X aeslil NN 2425 of Suspicious 42
% taeslil JETENEN Saea ot Suspicious 44
% JET=22E 0 IR 3945 ot Suspicious 46
3 023 516 T TN 3450 ot Suspicious 42
S 921 68 aeslil 387 liesi1l 2913 ot Suspicious B¢
3 TN 367 JETENEN 11747 ot Suspicious 52
% laeslil JETENEN 57625 ot Suspicious 54
- e TN 9719 ot Suspicious 56
- ¥ aesiil TN 4go16 ot Suspicious 52
- X aeslil NN 2524 of Suspicious 6%
% taeslil JETENEN 3 ot Suspicious 62
% JET=22E 0 IR co5s ot Suspicious G4
3 023 516 T TN 4032 ot Suspicious €&
S 921 68 aeslil 387 liesi1l 2508 ot Suspicious &8
5 021 aeslil 357 lies1l 5156 ot Suspicious 76
3 oz J1es.1, 387 IR 1714 ot Suspicious 72
3 023 516 T 37 TN 1533 ot Suspicious 74
S 921 15168, aeslil 387 liesi1l 4116 ot Suspicious 76
3 TN 367 JETENEN 7629 ot Suspicious 78
% laeslil JETENEN 5392 ot Suspicious 50
- e TN 7134 ot Suspicieus 82
- aesiil TN 4939 ot Suspicious 94
o aeslil NN & ot Suspicious 86
% taeslil JETENEN 4050 ot Suspicious 98
% JET=22E 0 IR 210, ot Suspicious 90
3 023 T TN 44187 ot Suspicious 92
S 921 aeslil 387 liesi1l 10822 ot Suspicious 24
5 021 aeslil 357 lies1l 54334 ot Suspicious 36
-3 Ozt faeslil 387 lieslil 45283 ot Suspicious 98
3 023 TN 37 L1621, 52399 ot Suspicious 100
S 921 aeslil 387 liesi1l 7442, ot Suspicious 162
5 021 aeslil 357 lies1l 31685 ot Suspicious 164
-3 Ozt faeslil 387 lieslil 22996 ot Suspicious 106
3 021 e 367 TN eB22z ot Suspicieus 102
9 G2 id 5268; 267 14145 ok Suspicious 110
i (Crollapse (Eyxpand (S)ort (Drel (RMiemowe (Hierge (Hrite (@uit <AL —dragos Gom>




i Cerebus Operation

M Main actions:
m( C)ollapse
m( E )xpand
m( S)ort — IP (src|dst), Event,
m( D )elete
®m( R )emove
m( M)erge
m( W )rite

(C)ollapse (E)xpand (S)ort (D)el (R)emove (M)erge (W)rite (Q)uit

Collapse: (S)ource (D)estination (A)lert (P)riority ( C )lass
Sort: (T)ime (S)ource (D)est. (A)lert (P)rio. (C)lass (E)vent

Collapse will show you all your alerts based on source, destination,
alert, priority or class. You can also sort the alerts by Time, source,
destination, alert, priority, class, or event.

These are very useful for culling events. Say you have 145676 events
regarding cmd.exe access. You are a Unix only shop, and have
verified this in your hourly baseline scan. Collapse all alerts based on
alert (C ) + ( A), then highlight the cmd.exe access alert line, and
delete them. You have just removed almost 150K events, with three
clicks.
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* Cerebus Collapse | Delete

- t Suspioious
- 1 Suspieious
= [ : Suspicious %
249 04110:45,336535  132.163.1.2 ] 51D 11 Hot Suspicious 31474 11
25 04118345,316836  192.168.1,2 ¢ 51D 13 5 Mot Suspicious 31470 13
279 04126105,036838  192.168.1.2 1 BACKDOOR subseven DEFCONS 2,1 acS 25 31826 107
192.168.0.5 & client to handler 2 Dog ;3 a0
29 04118149,676336  192.169.1,2 1 client-check-52 Do 31436 236
29 04118330,216838  192.168,1,2 : 1hO0\Hastertolssnondefas  DoS 31482 237
249 047193B861CET6  192.1€81.2 agent DS 31490 239
279 04125:78.676836  192.1€31.2 ping to ag Dog 3i524 245
. 192/169.1. H D05 metresn client bo handler 2 " 243
= P : Infolesk 52
5 = e : GFFIC tep port O braffic 3 * 524
5 " N ] SCAH SOCKS Proxy stbenpt 2 Infolesk n 615
s = o ] o Sautd Proxy attenot Z Infoleak " 618
A o] H SCAN Promy \(8050%) asttempt 2 Infoleak - 620
e RN : SCAN rmap TC) 2 Infoleal " 628
e - 192[168,1,; H PONE) « SCAH Amands client version requez  Infoleak " &34
& - 192,168]1,2 1 162.168.1,17 & TETE GET passud 1 - 1243
ctions] (Crollapme (Dxpand (Srort (Diel (emove (Merge (WIrite (Ouit CERERUS 1, AL age:

m Using 3 keystrokes, we can process a good
majority of our alerts

M Gives the analyst the time to focus on
important events
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* Cerebus Pros and Cons

Pros cons
W Fast m Not free for all uses
m Curses based for ® Not a “"managers”
easy shell access tool
m Cross Platform - l'\:'s“eSt be savvy to

® Good tool for Alert ® No event detail yet

triage = No support for pcap

files yet

17



i Acid

Analysis Console for Intrusion Databases
www.andrew.cmu.edu/~rdanyliw/snort/snortacid/

M Free - Distributed under the GPL
m PHP web based console

m Defacto standard web based front end
for snort alert analysis

18



Acid Screenshot

% Analysis Console for intrusion Databases (ACID) - Mozilla -

Analysis Console for Intrusion Databases

Added 0 alersis) to the Aler cac

Queried on : lvan June 02, 2003 11:10:28

Database: Snom_so@ocahost  [schema version: 105]
Tiene window: fic siss Getcied

Sensors: 0 Traffic Profile by Protocol
Unique Alerts: 0 [ 0 categories | TCP (%)

Total Mumber of Alerts: 0

UDP (0%)

ICMF (0%)

+ Saurce Ports: 0
= TCP (0) UDP {0}

st 3 Portscan Trafc (%)
= TCP (o) UDP (0}

= Mast frequent 5 Alerts

sre f dst - e
sre £ dst pa s

any, TCP, UDP
rts: any , TCP , UDP

source, destination

+ Graph alert detection 1

» Alert Group (AG)
« Application cxch ftus

[Loaded in 1 seconds]

Roman Danyliv AIrCERT

Acid’s main screen. Acid allows one to query a database of event
information for specific data. One can query the db for all events from a
range of time, from a specific IP address, or specific event and so on.



i Acid Install

mYou will need:
M acid
mgd
®jpgraph
Emysql
mApache and PHP
msnort / barnyard / lognorter

First of all, you will need snort, barnyard or lognorter, in order to get
information into the database.

Then you will need the database, in this case mysq|l.

Followed by apache and PHP, with gd and jpgraph libraries installed.
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i Acid install continued

W Install the database
m mysql —u root —p < create_mysql
m mysql —u root —p < create_acid_tbls_mysql.sql
m Grant privelages to your db user
B GRANT ALL ON snort_db TO acid_user IDENTIFIED by “foo”

B Check database tables:

m show tables;
B check notes for tables:

Create db with the scripts in snort-2.0.0/contrib and acid-0.9.6x

+ +
| Tables_in_snort_db |
+ +

| acid_ag |

| acid_ag_alert |
| acid_event |

| acid_ip_cache |
| data |

| detail |

| encoding |

| event |

| icmphdr |

| iphdr |

| opt I

| reference |

| reference_system |
| schema |

| sensor |
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i Barnyard Install

® Avaliable from:
http://www.snort.org/dl/barnyard/

W Barnyard was developed to decouple
the output process from snort

M To install:
.Jconfigure && make && make install

Barnyard was developed to decouple the output process from snort.
Barnyard is released under the QPL license, and is available from:
http://www.snort.org/dl/barnyard

The Barnyard process is niced, running at a lower priority then snort,
and process snort unified binary files.

The main process for snort to work is to enable

22



i Snort & Barnyard

W Set up snort.conf to log in unified binary
mode:
m output alert_unified: filename snort.alert, limit 128
W output log_unified: filename snort.log, limit 128

W Set up barnyard.conf to log to mysq|

m output log_acid_db: mysql, database snort_db,
server localhost, user root, detail full, password
foo

snort.conf

output alert_unified: filename snort.alert, limit 128
output log_unified: filename snort.log, limit 128

barnyard.conf

output log_acid_db: mysql, database snort_db, server localhost, user
root, detail full, password foo

output alert_acid_db: mysql, sensor_id 1, database snort, server
localhost, user root, password foo
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Acid Analysis

Analysis Console for Intrusion Databases

Added 3233 alertis) to the Alert cache

GQuerled on : ion June 07, 2003 11:4422
Database: snart_db@localhost  (schema version: 106)
Time window: [2007-03-D3 02.05:55] - [2002-04-01 0255:35]

Sensors: | Traffic Profile by Protocel
Unique Alerts: 6 (1 calegeries | TCP (91%)
Total Mumber of Alerts: 75015
 Source |P addresses: 2 UDP (0%)
» Dest. IP addresses: 3
« Unique 1P links ICHP (9%)
—

« Spurce Ports: 8
5 TCR{ 5) LDR
vt o et Fortscan Trafic (0%
< TCP{ 17828) UOP (0
+ Search
+ Graph Alert data

+ Snapshot
« Most recent Alerts: any protacol, TCP, UDP, ICMP o Mast frequent 5 Alerts
« Today's; alerts unique, listing; IF src / dst
« Last 24 Hours: alerts unique, list
+ Last 72 Hours: alerts u
+ Most recent 15 Uniqu

IP src / dst « Mast Frequent Source Parts: any , TCP, UDP
i 1P src J dst « Mast Fraquant Destination Ports: any , TCP, UDP

» Mast frequent 15 addresses: source, destination
« Last Source Ports: any, TCP, UDP
+ Last Destinatian Ports: any, TCP , UDP

« Graph lert detection time

+ Alert Group (AG) maintensnce
+ Application cache and stalus

[Loaded in 37 seconds]

Ao

Danylivw AIrCERT

Here we have the Acid console loaded with 25015 alerts. Notice that
the report took 37 seconds to load




i Acid Top reports

m Reporting helps prioritize analysis
process
mTop 5/15 alerts
W Most recent alerts
W Most frequent Ports (src | dst)
m Most frequent Addresses (src | dst)
W Today's alerts (unique | listing)

25



Acid Alert munging

4 0 alert(s) to the Alert cache

jon June 02, 2003 11:52:98

Dispaying 5 Mast Frequent Alerts

Si lassificati Total Sensor Src. Dest.
Signature Classification M p Addr. Addr

[snort] Snort Alert [111:6:0) unclassited 34087 (34%) 2 2 2002-03-03 02:12:43

I 1
r snort] Snort Aler [1:47210) unclassifed 2128 (6%) ' 2 2002-03-29 17:18:17
» [snort) Snort Alen [1:620:0) anclassifed 1 (1%) 1 3 n 2002-03-00 02:10:15
[ [snort] Snort Alert[15180] anclassified 35 (0%) 1 3 1 2002-03-03 62:10:15
. [snort] Snort Alert [15240] anclassified 15 (0%) i 2 2 2002-03-00 04:18:45

<o Alert Listing: 5 Most Frequent Alerts S

[Back |

2002-03-03 04:18:45
20020301 02:59:36

20020303 11:92:01
20026303 11:42:01
20020303 04:23:46

Agtion

[faction} [ Selected ALL on Sereen

[Loaded in 7 seconds]

B Acid allows for basic data aggregation and
sorting

above

m Can get slow for tens of thousands of alerts and

26



* Acid Pros and Cons

Pros Cons
M Free, GPL m Slow
®m Well documented M resource intensive
® Full web based front ™ Heavy maintanance
end for snort ® Does not scale to
m Designed for the enterprise level
analysis H limited operation on
events

27



i SnortCenter

“Snort IDS Rule & Sensor Management”

M Free from:
W http://users.pandora.be/larc

®mWeb based front end multi-sensor
management and analysis console

W User authentication, and SSL support
for encrypting communication

http://users.pandora.be/larc/

Snortcenter is pushing fast to become the open source gui for the
enterprise. Downloaded from the URL above.

28



i Snortcenter requirements

m Install the following:
mapache w/ php
Emysql
®jpgraph
mcurl
mopenssl
BNET::SSLeay

from http://users.pandora.be/larc :

# A working Webserver (apache) http://httpd.apache.org/

# PHP Version: 4.2+ compiled with --with-mysql http://www.php.net/
# MySQL Version: 3.23.x+ http://www.mysql.com/

# cURL command line tool (with SSL support) http://curl.haxx.se/

29



i Snortcenter install

M Two parts
mwww -> handles web console
M sensor-agent -> manages sensors

m Unpack both tar balls into your htdocs
directory
mtar zxvf snortcenter-agent-v1.0-x.tar.gz
mtar zxvf snortcetner-v1.0-x.tar.gz

The install comes with two parts. A web console section, and a sensor
management section. If you are installing both parts on one machine,
untar the packages in your htdocs directory of your webserver.

30



i SnortCenter install

M Create the database

mmysql —u root —p < echo “CREATE
DATABASE snortcenter;”

®mysqgl —u root —p < snortcenter_db.mysq|

m Open browser to http://localhost/ to
load tables

Follow directions in INSTALL file for database installation.

31



i SnortCenter Install

M Now set up sensor

min /<webdir>/sensor/ run the setup.sh
script

W Add a sensor from http://localhost/

Now that you have configured your web console, its time to configure
your sensor. The sensor can be added from http://localhost/ by clicking
on <Sensor Console><Add Sensor>

32



i Snort Center Operation

M Use snortcenter to:
M manage, tailor, and deploy rule sets
mview alerts through the acid plugin

M manage, start, stop, and view status of
your Sensors

A detailed guide to the installation of Snortcenter and all components
ontop of a Red Hat 7.3. machine can be found at:

http://users.pandora.be/larc/documentation/snort_enterprise.pdf
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Rule management

SnortCenter v1.0

(oonecr Contin Dol Resourcos Y Admin ) ("Cagaut )

Hide Policy Rules I Hide Activated Rules |
Show Only RuleChanges _| Hide Deactivated Rules |

Category Scape:

e Categry Overview

aert udp any any -» any 69
Pav E’cm 1941; rev: 1; msy: “TFTP filename overflow aktempt’; content \nnmr, Offset: 0; depth: ; content: 100", within: 500 reference:
e, CAN-2002-0613, reference: bugiran, 5326 casstype: bac-unknawn;
S TS raTes
P & 5 {5i0: 1289; rev: 2; msg: "TFTP GET Admin diI"; content: *[0001["; offset: 0; depth: 2; content: “schin.di’; offset: 2; nocass; reference:
D o] el bt e

Rule Policy T

wplates

o botivate Default Ao
K Activate Defaul Inactive Snort fuleset
X hctivate unconfirme deleted rules

Snart Ruleset

slert udp any any ->

o B o e v D GET s contens 01t s 2 ot st s s

ST
P v X (o 144z, s 2, meg: ”rm: GET shadowr”; content: "[0001['; offset: 0; depth; 2; content: “shadow'; offset: 2; nosase; classtype:
Successubachin;)
aert udp any any -+ any 69
Pa v B csio a1y r2v: 2 meo: "TFTP GET passus
acimin, )

; content: “|DDD1 [; offset: 0; depth: 2; content: ‘passw' offsst: 2; nacase; classtype:
Successiul-

Zirs i AEXTERNAL NET sty -5 SHOME_NET 59
P Enm $18;100: 3 mea: "TETP poront direetony”;confent
+.CVE-1583.0183 casstype, bad-urknowt )

offset: 2; reference: cve CAN-2002-1 205; reference: arachnids, 1 37; reference

100011 offsst: 0 cepth: 3; reference: arashrids, 138; reference:

st udp $EXTERNAL_NET any -> $H

e ¥ 5 (sid 518;1ev: 3 mag “TFTP Put”; uuntunt “ID0 02["; offaet: O; depth: 2; reference: ove, CVE-1938-D183; reference: arachnics, 145;
Gisstype: bad-unknown;

9 o [y 71 V0D SEXTERNAL_NETary > SHONE_NETE3

- ( sick 14445 rev: 2; me: “TFTP Gl content: 100 01|, offset: 0; depth: 2; elasstyne: backunknown;)

Rules template creation. Screenshot courtesy SnortCenter.

Here we can see snortcenter managing the tftp.rules for inclusion on
this sensor.




i SnortCenter Pros and Cons

Pros Cons
M Free — GPL H Slow
m Cross platform, web  ® No pcap support
based B Resource intensive
® Central repository ® Lengthy install
for rules, analysis,

policy
® “Manager enabled”

Overall snortcenter is a very capable tool. It handles all aspects of
snort management, from sensor deployment and tuning, to analysis and
rule updates.




i Wrapup

®m Many free/opensource options available
msimple command line processing
W analysis via acid
B management using snortcenter
M alert processing with cerebus

m Choose the tool that is appropriate to
your environment and snorting style.

For additional reading, | would recommend the PHP tutorial at:
http://us2.php.net/tut.php

a mysql book such as: MySQL by Paul Dubois

And the documentation provided by each of the tools mentioned in this
presentation.
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